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Abstract 

 

Liquid jet atomization in cross-flowing gas is a critical phenomenon in the fuel preparation process and controls 

combustor efficiency and emissions. Quantitative experimental studies of atomization have been rare due to limited 

optical access to the near-field dense spray region. High fidelity multiphase flow simulation has shown promise as 

an alternative approach for scrutinizing the complex physics involved. Computationally, it remains challenging to 

resolve the wide range of spatial and temporal scales involved and to properly account for the large variation of den-

sity across the liquid-gas interface.  In this work, the Coupled Level Set and Volume Of Fluid (CLSVOF) approach 

is used to directly capture liquid-gas interface involving topological changes. The ghost fluid method is used to fa-

cilitate simulations at realistic fuel-air density ratio. Adaptive Mesh Refinement (AMR) and Lagrangian droplet 

models are used to efficiently resolve the multiple scales simultaneously. High performance computing is leveraged 

to manage the cost of the high resolution simulations which were performed using over 2000 processors at the Oa-

kridge Leadership Computing Facility of the US Department of Energy. The equivalence between uniform resolu-

tion and AMR-based simulations is established by comparing surface instability and breakup. The significant cost 

advantages of using AMR are documented. The detailed simulation results at different Weber numbers are validated 

with experimental measurements of surface wavelength, breakup location and column trajectory. The size, velocity 

and mass rate of droplets formed along jet column are studied and also compared with experimental measurements. 

The effects of increasing Weber number on jet breakup and aerodynamic flow are discussed.  

  

                                                           
*
Corresponding author: lixy2@utrc.utc.com 



ILASS Americas 26th Annual Conference on Liquid Atomization and Spray Systems, Portland, OR, May 2014 

Introduction 

Atomization of fuel jets in cross-flowing air to 

generate micron-size droplets is critical to the perfor-

mance of combustors encountered in commercial and 

military aerospace applications, such as gas turbines, 

augmentors, scramjets and ramjets and rockets. In-

creased fuel area-to-volume ratio due to atomization 

significantly enhances the fuel evaporation rate, which 

contributes to better fuel-air mixing and subsequent 

combustion of fuels. While the magnitude of fuel-air 

ratio has an impact on engine efficiency and emissions, 

the spatiotemporal distribution of fuel vapor is strongly 

linked to dynamic stability. Therefore substantial de-

mand exists for the quantitative understanding of liquid 

atomization in crossflow, as a first step in the optimiza-

tion of combustion processes.  

From the breakup of centimeter-size liquid jet col-

umn to pinch-off of micron-size ligaments to form 

droplets, liquid primary atomization in a crossflowing 

gas manifests itself as a complex multiphysics mul-

tiscale phenomenon.  Different dynamic forces due to 

gas flow, liquid inertia and surface tension compete 

with each other, controlling the various instabilities that 

tend to characterize multiphase flows. Near the liquid 

column, either Rayleigh-Taylor instability due to densi-

ty difference, or Kelvin-Helmholtz instability due to 

aerodynamic shear, or the combination of both drives 

the large scale growth of surface waves and liquid 

breakup. On the other hand, capillary Plateau-Rayleigh 

instability due to surface tension plays a dominant role 

in the pinch-off of highly stretched thin ligaments when 

their size drops below a certain threshold. Different 

instability mechanisms selectively dominate the 

breakup process of jet column at different flow condi-

tions, resulting in different breakup regimes including 

column breakup, bag breakup, multimode breakup and 

shear breakup [1, 2]. Various instabilities often occur 

simultaneously [3] at different spatial locations of the 

column. As a result, complicated location-specific liq-

uid structures form which critically control the for-

mation and spatial distribution of droplets.  The 

transport and evaporation of these droplets controls the 

downstream fuel-air profile and hence the combustion 

process. 

Early experimental studies of primary atomization 

[4-7] focused on large-scale, integral and steady fea-

tures such as penetration length or liquid column trajec-

tory, mainly because of the limitations of optical tech-

niques in resolving the spatiotemporal evolution of the 

near-field fast changing spray field. The situation is 

also complicated by the optical obstruction due to dense 

spray. Recently, several groups [1, 2, 8] started to use 

the pulsed shadowgraph technique to obtain more de-

tails of the evolution of liquid column. Despite the fact 

that most analyses are based on processing two-

dimensional images, near-field features such as wave-

length of liquid surface waves, deformation of liquid 

column, onset of liquid breakup and deflected trajectory 

of liquid column were successfully extracted. The 

breakup of jet column was found similar to the well-

studied secondary breakup of drops due to shock wave 

disturbance [9, 10], and the data were summarized in a 

series of quantitative correlations [1, 2]. It is worth not-

ing that most experimental studies were conducted at 

ambient conditions. Liquid properties (such as density, 

viscosity and surface tension) and therefore the breakup 

processes are highly dependent upon operating condi-

tions (such as temperature and pressure) [11]. The ex-

tremely hostile high-temperature high-pressure envi-

ronment in aerospace applications, however, makes 

experimental research prohibitively difficult and costly.  

Due to the fact that fundamental mechanisms of 

primary breakup and atomization remain largely un-

known, phenomenological models have been developed 

to satisfy the needs in engineering applications. Mim-

icking jet atomization as “blobs” breaking up under 

harmonic oscillations and Kelvin-Helmholtz instability, 

two breakup models, the Taylor analogy breakup 

(TAB) [12, 13] and wave breakup models  [14, 15] 

have been widely used in many engineering CFD com-

putations based on Reynolds Averaged Navier-Stokes 

(RANS) formulation. A refined version of such models 

for liquid jet in cross flow has been developed by 

Madabhushi [16], taking into account special features 

such as drag, jet bending and flattening. The cost of the 

RANS based simulation is low and predictions of the 

model are reasonably good, despite the fact that exper-

imental data must be available a priori for calibration. 

The applicability of the model in practical operating 

conditions is still questionable.  

With increasing computational power, it has be-

come affordable in many engineering cases to use 

Large Eddy Simulations (LES) to capture important 

larger-scale dynamic features with smaller scale physics 

filtered out in the simulation and modeled separately. 

While success was achieved mostly when applying LES 

to dilute sprays [17], the recently developed LES mod-

els [18-20] also demonstrated their feasibility to capture 

dynamic interfacial flows near the jet column. Howev-

er, the development of physically-sound subgrid models 

can be challenging as Herrmann and Gorokhovski [21, 

22] pointed out that establishing subgrid models still 

requires fully resolved subscale interface geometry.  

Recently, direct numerical simulations based on in-

terface tracking/capturing methods have shown promise 

in predicting detailed atomization without two-phase 

subscale models and experimental calibrations. Meth-

ods to directly track or capture the dynamic liquid-gas 

interface and its topological changes include level-set 

(LS) [23-27], volume-of-fluid (VOF) [28, 29] and 

front-tracking (FT) [30, 31], as well as their descend-

ants, such as the refined level-set grid (RLSG) method 



[32], the Hybrid LSM & Mars (HLSM) method [33, 

34], and the coupled level-set and volume-of-fluid 

(CLSVOF) method [35, 36]. Detailed atomization 

mechanisms including instability development and lig-

ament/droplet formation [26, 34] have been explored. 

However, most simulation efforts have been focused on 

the case of straight jet injected into quiescent air mainly 

applicable to diesel engine applications. Because of the 

high cost of such simulations and lack of detailed ex-

perimental data, most numerical algorithms were veri-

fied in simple numerical tests and then directly applied 

to simulate complicated atomization cases at high We-

ber number and Reynolds number without experimental 

confirmation. One exception is the high fidelity simula-

tion of liquid jet atomization in a realistic swirling flow 

injector [52], where the prediction of near-field sprays 

was compared with experimental data.  

In this work, we use a hybrid Eulerian-Lagrangian 

method [38] to investigate liquid jet atomization in 

crossflow. The computational approach combines the 

CLSVOF method to track/capture liquid-gas interface, 

and a Lagrangian droplet transformation/tracking ap-

proach [39] to capture small-scale physics using point 

particles and alleviate the needs of resolving flow inside 

droplets.  The solver also features a Ghost of Fluid (GF) 

approach [40, 41] to allow sharp variation of properties 

across the interface, a Multi-Grid Preconditioned Con-

jugate Gradient (MGPCG) approach for robust and fast 

pressure solution, and an Adaptive Mesh Refinement 

(AMR) technique for liquid-gas interface to reduce grid 

count [42, 43]. The accuracy of CLSVOF method to 

capture interface evolutions in simplified geometric 

settings has been tested previously [35]. In this work, 

the solver is applied to predict the near-field liquid col-

umn in greater detail and compare with recent meas-

urements [1] that employed pulsed shadowgraph tech-

niques. It is noted that other numerical methods (e.g. 

RLSG) have also recently been applied in the high fi-

delity simulation of liquid jet atomization in crossflow 

[44] with improved algorithms for handling increased 

density ratio [45, 46]. However, to the knowledge of the 

authors, validation of such direct simulations for jet 

atomization in cross flow at realistic, high density ratio 

has not been attempted and therefore is the focus of 

current work.  

In the following, mathematical formulation and 

numerical implementation of the hybrid Eulerian-

Lagrangian approach are briefly described in section II. 

The algorithms for the Eulerian-to-Lagrangian trans-

formation are briefly described and the details can be 

found in previous work [38]. In Section III, the presen-

tation of results starts with a qualitative description of a 

typical jet in cross flow case at an intermediate Weber 

number. The effects of Weber number on near-field 

column deformation, surface instability, breakup, drop-

let formation and liquid-gas interactions are studied. 

The predictions are compared with correlations devel-

oped by Sallam et al[1]. The comparison of near-field 

data between uniform grid simulation and AMR simu-

lations establishes the equivalence between the two 

configurations in capturing the surface instability and 

breakup. Finally, a summary is provided in Section IV. 

 

Numerical methods 

A. Governing equations 

The incompressible flow of Newtonian fluid in the 

entire domain  , which consists of the gas phase G  

and the liquid phase L   is governed by the Navier-

Stokes equation [35] 
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where p is the pressure,   the density,   the viscosity, 

I the identity tensor, D the deviatoric strain rate tensor, 

  the constant interfacial tension,  the local curva-

ture and H the Heaviside function defined as 
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Here   is the level set function, which is positive 

in the liquid phase and negative in the gas phase. The 

density and viscosity are correspondingly defined as 
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The flow is incompressible, i.e.  
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B. Eulerian approaches: CLSVOF, AMR and GF 

The CLSVOF method is used to directly capture 

the evolution of liquid-gas interface. In addition to the 

evolution equation for level set , the transport equation 

for the cell liquid volume fraction (the volume-of-fluid 

function, F) is also solved. The interface normals used 

in the VOF reconstruction step are determined from the 

level set function. The volume fractions and the nor-

mals are then used to construct a volume preserving 

distance function . Essentially, volume is preserved by 

implementing a ‘‘local’’ mass correction at every itera-

tion. Second-order accurate curvature is calculated from 

F by the method of height fraction [35].  

The solver is implemented under the framework of 

adaptive mesh refinement to save computational cost. A 

detailed description of the block-structured AMR can 

be found elsewhere [43]. Cells that are crossed by the 

liquid-gas interface are tagged for refinement. Starting 

from the base level, boxes (with a minimum size of, 



say, 32
3
 cells) are combined to cover all the tagged cells 

within assigned coverage efficiency. This set of blocks 

with the same grid spacing forms level 1. This level is 

in turn tagged for refinement at the interface, and the 

process is repeated until the required grid resolution is 

achieved. During the simulation, the data on the fine 

level are either copied from a previous time step or, 

when the grid structure has changed locally, conserva-

tively interpolated from the underlying coarse level. 

The interface, however, is always embedded in the fin-

est grid level to avoid gross interpolation errors. In a 

time step, the calculation is carried out on all levels, and 

the updated data on a fine level are averaged onto the 

underlying coarser one. For a given minimum grid 

spacing, a higher granularity of the coverage (i.e., the 

prescription of many small AMR boxes) minimizes the 

grid count but maximizes data communication between 

boxes, and vice-versa. Assuming the optimal coverage 

closely follows the interface, the error compared to uni-

formly refined grid case is minimal due to dominance 

of controlling physics near the interface. It is also rea-

sonable to estimate that doubling the grid density in 

three dimensions corresponds to increasing the storage 

and the computational cost by an order of 2
3
 factor in-

stead of a 2
4
 factor (three dimensions plus time) for a 

grid without AMR. This 50% saving in resources is 

repeated at every new refinement level.  

The blocked-structured AMR framework allows 

easy implementation of special finite differencing 

schemes on regular rectangular grids. For example, a 

geometric multi-grid method that accelerates the con-

vergence of the pressure Poisson’s solution is compati-

ble with the block-structured AMR. Another benefit of 

the framework is reflected by its compatibility with 

Ghost Fluid treatment for pressure jump conditions to 

achieve stable and fast pressure solution at high density 

ratios [40, 41]. By constructing Ghost Fluid regions on 

both sides of the interface, the method explicitly ac-

counts for the discontinuities of properties across inter-

face. Here, the standard finite difference schemes are 

revised to capture the pressure discontinuity using 

Ghost Fluid values, which results in additional terms on 

the right hand side of the discrete linear equations. The 

resulting symmetric matrix can be quickly solved using 

standard linear system solvers. Such sharp interface 

treatment of pressure jump mitigates the problem of 

pressure solver divergence that typically occurs at high 

density ratios.    

 

C. Lagrangian droplet transformation 

Although the complex breakup/coalescence of a 

liquid-gas interface during atomization can be effective-

ly reproduced using direct numerical surface track-

ing/capturing, the accurate simulation of the evolution 

of the multitude of very fine droplets that are generated 

after atomization requires a prohibitively high grid den-

sity. In the meanwhile, the small-scale physics of drag 

and evaporation of individual droplets (neglecting drop-

let internal flow) in dilute spray regions can be repro-

duced using established spherical droplet models with 

reasonable accuracy [47]. A numerical approach has 

been developed to change the way the liquid phase is 

described in dilute regions from Eulerian level-

set/volume-of-fluid representation to Lagrangian parti-

cle representation [38], similar to the algorithms im-

plemented by Herrmann [39] under the framework of 

the RLSG method. Previously, we have shown that our 

particular implementation of this Eulerian to Lagrangi-

an droplet transformation [48], when combined with a 

block-structured AMR technique, provides additional 

cost-saving benefits, especially when jet column and 

dense spray region occupy only a small part of the do-

main. Specifically, when droplets are removed from the 

Eulerian description, in the region dominated by the 

droplets the hierarchy of refinement levels quickly re-

verts to the underlying base level. Thus, the grid re-

finement remains localized to a small volume around 

the jet, and the simulation cost is significantly reduced 

due to a relatively coarse grid far from injection.  

The identification of candidate liquid blobs for 

transformation follows an efficient multi-branch-tree 

neighbor cell search algorithm [38]. The high efficiency 

is achieved by recursively searching liquid neighbor 

cells and simultaneously tagging cell visit history until 

all the unvisited neighbor cells hit the liquid-gas bound-

ary. The cells belonging to each liquid blob are as-

signed a unique index and prepared as candidates to be 

transformed into one Lagrangian particle. During cell 

search, the blob sizes are obtained by a running-sum of 

the cell volume. The advantage of computing the run-

ning-sum is that it can significantly reduce the cost of 

searching large-volume blobs by disqualifying such 

candidate blobs during the early stages of the search. 

The sphericity, center of mass, average velocity and 

average temperature of liquid blobs are also computed 

to be used in later calculations. Note that the adaptive 

mesh refinement is based on the location of the liquid-

gas interface. Therefore small droplets always reside in 

the finest level box and the identification procedure 

described above is performed exclusively on the finest 

level. 

The transformation of liquid blobs is based on a 

number of numerical and physical criteria including 

blob size, sphericity and local liquid concentration. The 

volume of a candidate liquid blob is constrained to be 

less or equal to a critical value, 
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where m is a user-prescribed small integer (m = 4 for 

the simulation results shown in this paper). If the drop-

let is small enough, further breakup (referred to as sec-



ondary breakup) rarely occurs due to the high surface 

tension compared to the aerodynamic force. In the cal-

culations, the Weber number of the Lagrangian parti-

cles, defined as Wed = g |u  ud |
2
D /σ, is monitored at 

each time step, and this diagnostics confirms the ab-

sence of the conditions for secondary breakup. 

A second criterion is the droplet sphericity, defined 

as: 
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where Rmax is the maximum distance to center of mass 

for the liquid structure and VL is the volume of the liq-

uid structure. Largely deformed liquid blobs have high-

er probability to experience further break-up, which 

should be captured in the Eulerian representation. So 

we ensure that the transformation can occur only when 

cri, where the critical value is typically cri = 4. If 

Reff is the effective radius corresponding to the volume 

VL, then  
effmax RxR ,max4    

We also impose a constraint of maximum local 

concentration cri of droplet below which the transfor-

mation to the Lagrangian phase can occur. This pa-

rameter separates the dense spray region, where droplet 

interaction can be captured in the Eulerian description, 

from the dilute spray region, where drop collision is 

assumed not to happen. The local concentration is de-

fined as ratio of the total liquid volume in an AMR box 

to the volume of the box. For the cases examined in the 

following sections, we observed limited sensitivity of 

the results to variations of this parameter if cri ~ 0.01. 

It has been shown in a previous study [48] that meeting 

the above combined criteria is critical to avoid errone-

ous transformation.  At the end of the blob identifica-

tion process, the liquid blob that meets all the transfor-

mation criteria is removed from the Eulerian represen-

tation by setting the level set  and volume fraction F 

for the cells there as 

     and  F = 0.                                         (8) 

While this operation is performed, the volume, cen-

ter of mass, and velocity for each individual particle are 

calculated as 
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and stored in the list of particles.  

The Lagrangian trajectories of the transformed par-

ticles are tracked with the base grid flow velocity using 

a simple discrete particle drag model as 
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The drag for a rigid sphere of diameter D is calcu-

lated as 
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with drag coefficient CD = 0.424 for Red = g |u  ud |D 

/g > 1000 and  
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otherwise. The underlying gas flow velocity u is ob-

tained by interpolation at the instantaneous droplet lo-

cation. The Lagrangian droplets exert an equal but op-

posite drag force on the gas, and a two-way coupled 

system is considered. Since the cost of tracking La-

grangian particles on the coarse grid is negligible com-

pared to fully resolving the interface using a refined 

grid, significant savings of computational time can be 

achieved, as demonstrated in a previous investigation 

[48]. 

 

 

Results 

A. Physical parameters and computational setup 

The simulations were configured based on the ex-

periment by Sallam et al. [1]
 
to measure the near-field 

characteristics of non-turbulent water jet in cross flow-

ing air at ambient conditions. The detailed material 

properties and conditions are listed in Table 1 and 2 

respectively. At a fixed momentum flux ratio (q=88.2), 

the gaseous Weber number is varied from 10 to 160, 

covering a range of breakup regimes [1, 10] (We=10 

bag breakup, We=40 multimode breakup, We=160 

shear breakup). Note that the density ratio for water-air 

system at ambient condition is λρ=845, much higher 

than what has been simulated by others [44-46].  



In the simulations, the coordinate system has the x-

axis in the crossflow direction and the z-axis in the di-

rection of liquid injection. The computational domain is 

a box of 3.0 cm × 2.0 cm × 5.0 cm. The jet orifice is 

located at 0.2 cm downstream of domain (0.2, 1.0, 0.0) 

with a diameter of d0=0.8 cm. Impermeability and no-

slip boundary conditions are imposed at the z = 0 plane, 

except at the jet orifice.  Velocity inflow is imposed at 

the inlet boundary located at x = 0 cm and at the jet 

orifice. Outflow boundary conditions are imposed on 

the remaining boundary planes. The time stepping of 

the simulation is defined by two criteria: CFL criterion 

and surface tension criterion. 
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The simulation starts from the instant when the jet 

is injected into a uniform gaseous crossflow. The simu-

lations reach full penetration within 10,000 simulation 

steps (20ms in physical time). A snapshot when the 

liquid jet reaches full penetration is shown in Fig. 1.  

 

Figure 1. Snapshot of the simulation of liquid jet in 

crossflow. 

In the actual experiment [1], in order to suppress 

the effects of inlet turbulence and to independently in-

vestigate the interaction of non-turbulent liquid jet and 

gaseous flow, a shock-tube and a subsonic wind tunnel 

were used to generate uniform gas cross flow at high 

and low speed respectively, together with a sharp edge 

super-cavitating nozzle to achieve non-turbulent liquid 

jet out of injection orifice.  In our simulation, this is 

emulated using plug-flow profiles for both the liquid 

and gas inlets. Fig. 2 demonstrates the simulation of 

liquid jet penetrating into the gas phase without cross-

flow interactions. As also shown by Sallam et al. [1] 

using actual experiment of straight jet penetration 

(Weg=0), the absence of liquid inlet turbulence sup-

presses the development of surface waves on the jet 

column and the jet can penetrate long without signifi-

cant disturbances on its round surface. This indicates 

the atomization physics is solely controlled by the aero-

dynamic forces of the crossflow. Such configurations in 

both experiment and simulation help simplifying the 

analyses and achieving better understanding of process. 

                
(a)    (b)            (c) 

Figure 2. Simulation of non-turbulent liquid jet without 

cross flow: (a) t=0.8ms (b) t=1.4ms (c) t=2ms. 

The grid size is selected to be x = 39m for all 

simulations. Based on Kolmogorov turbulence cascade 

theory, the grid size required to resolve the smallest 

dissipative scales is Δx~ L
1/4

(ν/U)
 ¾

, where L and U are 

the characteristic integral length scale and velocity 

scale respectively. For the cases considered in this 

study, the size can be as small as 0.3m, as shown in 

Table 3. While simulating such high resolution cases is 

ρl μl ρg μg λρ λμ σ 

997 0.000894 1.18 0.0000186 845 48 0.0708 

Table 1.   Material properties in the simulations. 

 

Cases Ul Ug q Weg Rel Reg 

1 8.9 27.4 88.2 10 7896 1391 
2 17.7 54.8 88.2 40 15791 2781 

3 35.4 109.6 88.2 160 31583 5562 

Table 2.   Conditions of the simulations. 

 



beyond current computing capability, it should also be 

noted that for the cases with suppressed inlet turbu-

lence, the physically relevant flows are controlled by 

the multiphase interactions and interfacial instabilities, 

not described by Kolmogorov theory. Therefore, in the 

current study, the selection of grid size is based on the 

minimum diameter of ligaments (    
      ) drop-

lets (    
 

     ) observed in the experiments [1]. 

The grid resolution here is selected to be smaller than 

the ligament or droplet size to sufficiently capture the 

breakup process. Note that actual pinch-off occurs at 

spatial and temporal scales that are infinitesimally small 

and a sub-grid model based on micro-scale physics 

should be included to avoid the singularity in the con-

tinuum formulation [49]. As also pointed out by 

Herrmann [44], the volume error induced by numerical 

topological change is on the order of grid size and 

therefore neglected in current study. 

As shown in Fig. 3, three types of simulations are 

performed. The uniform grid simulation (to be referred 

as UG in subsequent sections) which has the finest grid 

spread over the whole domain provides the most accu-

rate solution by resolving liquid atomization processes 

and the gas flow well. The simulations were performed 

using over 2000 cores on the Titan supercomputer of 

the Oak Ridge Leadership Computing Facility (OLCF) 

at Oak Ridge National Laboratory.  Simulations that 

coarsen the gas phase solution using AMR (to be re-

ferred as AMR) and those that employ additional coars-

ening via the introduction of Lagrangian droplets (to be 

referred as AMR-DRP) were performed using 24 cores 

each. It is observed in Table 4 that, indeed, AMR and 

droplet transformation do significantly reduce the grid-

count and simulation cost. The 13.8 days UG computa-

tion using 2016 cores translates to at least 3.2 years if 

using 24 cores assuming no memory limit for the ma-

chine. The reason for the AMR and AMR-DRP cost 

difference being small here is that the simulation do-

main is created to be compact around the liquid jet in 

order to minimize the grid-count for the UG simulation. 

The grid-count reduction due to droplet transformation 

is small (5.5M for AMR-DRP vs. 7.1M for AMR). For 

cases with much larger domain and larger proportion 

occupied by dilute spray, the AMR-DRP simulation 

would provide even more cost advantage. The accuracy 

of using AMR and AMR-DRP will be evaluated in later 

sections when the simulation results are compared with 

the experimental data. 

 

 
(a)        (b)              (c) 

Figure 3. Grid configuration for three types of simula-

tions: (a) Uniform-grid (UG), (b) AMR, (c) 

AMR+droplets (AMR-DRP) 

 

B. Qualitative features of jet atomization and flow 

In Fig. 4, the qualitative features of a typical atomi-

zation processes are illustrated by the steady-state snap-

shots of liquid surface and droplets distributed in space 

at an intermediate Weber number (Case 2, We=40). The 

images were obtained from the UG simulation per-

formed using OLCF Titan. Fig. 4(a) qualitatively com-

pares well with the two-dimensional side images in Ref. 

[1] while Fig. 4(b) and (c) provide views that were not 

obtained in the experimental study. As the jet penetrates 

into the crossflow, it bends towards the direction of 

crossflow stream. Due to the pressure difference at the 

windward and leeward of the column caused by column 

blockage, the jet also widens in the transverse direction 

(Fig. 4(b)). For the lower part of the jet, the windward 

side of the column is mostly orthogonal to the cross-

flow. Waves form on the lower column surface and the 

traveling of waves upward along the moving jet surface 

Simulation type UG AMR AMR-DRP 

Grid resolution 512 ∙ 384 ∙ 896 64 ∙ 48 ∙ 112 (3 level) 64 ∙ 48 ∙ 112 (3 level) 
Grid count 176.2 M 7.1 M (steady-state) 5.5 M (steady-state) 

Cost of 10
4
 steps 13.8 days (2016 cores) 20.8 days (24 cores) 14.7 days (24 cores) 

Table 4.   Grid count and cost for three types of simulations. 

 

Cases Ul Ug Ll Lg Δxl Δxg 

1 8.9 27.4 0.0008 0.035 9.51e-7 9.48e-6 
2 17.7 54.8 0.0008 0.035 5.68e-7 5.64e-6 

3 35.4 109.6 0.0008 0.035 3.37e-7 3.35e-6 

Table 3.   Grid size estimation based on Kolmogorov turbulent cascade theory. 

 



is fastest at the mid-plane and slowed down close to the 

edge of column due to the transverse stretching of the 

column. As a result, a “Λ” shape wave structure forms 

on the surface (Fig. 4(b)). For the higher part of the jet, 

the column bends and the propagation of waves is more 

inclined with the crossflow direction. Finally the wave 

growth becomes three-dimensional and sufficiently 

strong to fragment the jet column into ligaments/large 

drops (Fig. 4(e)) that further break up into smaller drop-

lets (Fig. 4(f)). On the edge of the jet column, small 

droplets are also preferentially stripped from the edge at 

the peak of surface waves due to high shear (Fig. 4(d)). 

It is noted that the ligaments maintain a state of being 

stretched for some traveling distance (Fig. 4(d)(e)) be-

fore being further fragmented into smaller droplets or 

relaxed into larger droplets of nearly spherical shape 

based on local shear conditions. The resulting droplets 

of different sizes continue to interact with the cross 

flow, travel downstream and mix with the gas phase. 

The instantaneous snapshots of flow pressure, veloc-

ity magnitude and vorticity magnitude in different 

planes are displayed in Fig. 5. Due to the aerodynamic 

blockage of liquid jet, a high pressure zone is formed 

on the windward side of the jet and a low pressure wake 

region is formed on the leeward side of the jet (Fig. 

5(a)-(c)). Compared to the upstream cross flow velocity 

54.8 m/s, the velocity magnitude is significantly in-

creased (~70 m/s) outside the wake and decreased in-

side the wake (~10 m/s) (Fig. 5(e)). The liquid jet acts 

as a bluff body, originating a shear layer at the edge of 

the jet column and the thickness of the layer grows 

downstream of the jet (Fig. 5(f)). The formation of 

large-scale vortex street is also observed in Fig. 5(f). 

Due to the upward motion of the jet, the wake region is 

tilted upwards and flow acceleration is observed in a 

lower region behind the wake (Fig. 5(d)). The introduc-

tion of velocity difference and shear layer due to the 

presence of liquid jet leads to significant flow perturba-

tion as shown in vorticity plot in Fig. 5(g)-(i). The shear 

layer originated at the liquid-gas interface generates 

small-scale vortices with high vorticity magnitude (Fig. 

5(g)-(h)). As the vortices are transported downstream, 

their length scale increases as shown by the increased 

size of flow structures (Fig. 5(d)(h), but their magnitude 

decreases (Fig. 5(g)(i)). Properly simulating such vorti-

cal flow structures is critical for predicting downstream 

droplet-flow mixing and fuel distribution.     

 Note that the observations above are qualitative and 

based on instantaneous snapshots of the liquid column, 

droplets and flow structures. Some processes such as 

column fragmentation may be dynamically changing 

locations. Therefore statistically averaged results over a 

number of snapshots will be presented next for mean-

ingful quantitative comparison with experimental data.   

 

C. Effects of Weber number on column features and 

quantitative validation with experiment 

 The multiphase breakup is controlled by the compe-

tition between surface tension and flow forces at the 

liquid-gas interface. At high gas flow Reynolds number 

in our study (Table 2), the effects of fluid viscosity are 

negligible and the Weber number that represents the 

ratio of inertia to surface tension plays a critical role 

determining the mechanisms of breakup. According to 

Sallam and co-workers [1], the breakup of liquid jet in 

cross flow can be categorized into different regimes 

(column, bag, multimode, and shear breakup) based on 

the Weber number, similar to the secondary breakup of 

drops subjected to shock wave disturbance.  Based on 

Fig. 2 in REF [1], simulations have been performed at 

three conditions (shown in Table 2) representative of 

different breakup regimes: case1, We=10, bag breakup; 

case 2, We=40, multimode breakup; case 3, We=160, 

shear breakup.  

 The snapshots of the simulated jet breakup at differ-

ent conditions are compared in Fig. 6. Compared with 

the multimode case at We=40, the We=10 case shows a 

longer wave length along the column (Fig. 6(d)(e)). The 

amplitude of wave also increases more for We=10 than 

We=40 as the waves travel along the column. Due to 

the stronger surface tension relative to aerodynamic 

force at We=10, much fewer droplets are stripped off 

the column at the lower part of the jet and breakup 

mostly occurs at the upper part (Fig. 6(a)(b)). The 

strong surface waves finally change into concave liquid 

structures thinning in the middle and thick ligaments 

continuously elongating at the edges (Fig. 6(d)). The 

“bags” observed in the experiment [1] represent the 

infinitesimal liquid membrane of the concave structures 

before breakup, which cannot be resolved by the grid 

resolution in the current simulation. However, the pro-

cesses towards bag breakup are still captured by the 

simulation with two thick ligaments at the edge formed 

and breaking up after being elongated. It is observed 

that larger ligaments and droplets are generated at the 

upper part of the We=10 case than the We=40 case. The 

validation of droplets formation will be provided in the 

next section. Due to the column being sustained contig-

uous longer at We=10 and the larger Stokes number 

(the ratio of droplet relaxation time to flow characteris-

tic time) for the larger droplets at We=10, the spray 

shows a higher penetration. The large liga-

ments/droplets travel along a straight trajectory and 

form a sharp angle for the We=10 case in Fig. 6(d) and 

(g). Overall, the droplet size and distribution are signif-

icantly different between the two We cases in Fig. 6(a) 

and (b), (c) and (d), (g) and (h). Compared with the 

multimode case at We=40, the shear breakup case at 

We=160 shows stronger disturbance on the column 

surface (Fig. 6(f)). Due to stronger aerodynamic shear 

at We=160, the upper part of the liquid column breaks 



up earlier and the penetration of the jet is slight less 

compared to the case of We=40. The stripping of drop-

lets at the column edge occurs at similar locations but 

the spread of droplets shows slight difference. The 

above conclusions regarding spray penetrations and 

droplet spreading are confirmed in Fig. 7 for the time 

averaged liquid column and droplets at different condi-

tions. Such averaged pictures resemble more the exper-

imentally obtained pictures usually obtained at longer 

exposure time than the atomization time scale.  

 A quantitative comparison of the near-field jet col-

umn features with measurements from Sallam et al.[1] 

is presented in Fig. 8. The near-field column properties 

including surface wavelength, breakup onset location, 

column deformation at onset of breakup, column frag-

mentation location, and column trajectory are obtained 

by averaging data obtained over a long period after the 

jet has reached full penetration steady-state. The means 

are computed and plotted in comparison with the exper-

imentally calibrated correlations. The cartoon inset 

plots in Fig. 8 explain the properties compared. The 

color inset plots are used to explain our approach to 

extract data from simulation results. The standard devi-

ations of the data are listed in Table 5. 

 Fig. 8(a) compares the surface wavelength predicted 

by simulations and measured in experiments. The pres-

ence of travelling waves is identified by a Proper Or-

thogonal Decomposition (POD) analysis [50] that was 

developed to analyze the dynamics of liquid jet atomi-

zation processes. The results for the three cases are 

shown in Fig. 9. By analyzing a time series of images 

as in the first column in Fig. 9, we are able to extract 

the first two dominant POD modes that contain most of 

the energy in the frequency spectrum. For We=10 and 

We=40, the two modes shown in the second and third 

column clearly show wave structures with a 90 degree 

phase shift, which is an indication of the presence of 

travelling waves. For the case of We=160, the wave 

structure cannot be observed clearly due to a three-

dimensionally perturbed column surface in Fig. 9(g). 

The wavelength is computed by dividing the length of a 

certain segment by the number of waves within the 

segment. The data in Fig. 8(a) shows that the simulation 

at We=40 predict very well the wavelengths on the col-

umn, which match well with the experimental correla-

tion [1] 
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The prediction for the We=10 case also compares rea-

sonably well with the correlation while the prediction 

for the We=160 case cannot be obtained due to the ab-

sence of two-dimensional traveling waves in the current 

simulation. 

 Fig. 8 (b) and (c) compare the location for the onset 

of breakup and the column deformation in crossflow 

direction at this location. The location is identified by 

recording the location of first ligaments that pinch off 

to form droplets. The deformation is measured as the 

distance between windward and leeward surface in a 

plane cut through the onset location (Fig. 8(c) inset). It 

is observed that the onset location and column defor-

mation at We=40 compare well with experimental cor-

relations [1] 
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The comparison is good for We=160 case as well while 

slight discrepancy is observed for the We=10 case. One 

possible reason for the discrepancy is the inability of 

capturing “bags” in the simulation that leads to the error 

in predicting of the drag imposed on the jet, the bending 

of the jet and therefore the deformation that is related to 

the bending. 

 In Fig. 8(d), the locations of column breakup are 

compared. The breakup points are identified by com-

bining two different views as shown in the inset of Fig. 

8(d). The experimentally measure column breakup lo-

cation is  

 0.80 dxb ,               (16) 

   5.25.0
0 qdyb .               (17) 

Searching the breakup location using only one view, as 

has been done in most experimental studies [1, 8], may 

cause mis-identification due to the obtrusion by neigh-

boring liquid structure. As a result, in most cases both x 

and y breakup locations obtained by our approach are 

slightly smaller than those reported experimentally.  

In Fig. 8, the predictions using different numerical 

configurations (UG, AMR, AMP-DRP) are compared. 

Compared with the UG case, the AMR and AMR-DRP 

cases have reduced resolution in gas dominated regions. 

Although the flow features away from the jet column 

are expected to be different due to different grid resolu-

tions (the small-scale flow turbulence being suppressed 

by numerical dissipation of coarser grid), the small 

scale processes on the column surface is less affected 

by the upstream gas flow (non-turbulent in the current 

study) and the zone enclosing the jet column are re-

solved to the same level of accuracy. The prediction of 

the overall deflection and penetration of the jet column 

matches well with the data for the We=40 case in Fig. 

8(d), irrespective of whether the AMR is adopted or 

not. Also the small scale process occurring on the sur-

face such as surface waves, jet deformation and strip-

ping is well predicted using AMR (Fig. 8(a)-(c)) due to 

the fact the liquid structures resulting from interfacial 

instabilities and breakup are well captured by the re-

fined mesh. The AMR-DRP case compares well with 

the AMR case for the near-field column features be-



cause the introduction of Lagrangian droplets occurs 

away from the column surface. As shown in Table 5, 

the standard deviations of the data are mostly around 

10%, consistent with the 10% uncertainty for most cor-

relations reported by the experimental study [1]. The 

slightly higher deviation in surface wavelength for 

AMR and AMR-DPR cases can be attributed to the 

numerical error in gas phase solutions. Longer simula-

tion time and more data sampling may help reduce the 

deviations in the data. In summary, the liquid breakup 

details are quantitatively captured by the simulations 

using the AMR configuration, which establish the 

equivalence between the two approaches in predicting 

near-field details. It is expected the reduced resolution 

in the gas dominated regions will lead to numerical 

dissipation and the impact of grids on downstream 

droplet transport will be the focus of future work.  

 

D. Effects of Weber number on droplet formation 

and quantitative validation with experiment 

The key physics in liquid jet primary atomization 

lies in the process of liquid column breaking up into 

ligaments then droplets. In this section, the formation of 

droplets is quantitatively studied by recording the 

events right after liquid structures are broken off the jet 

column and fragmented into small and spherical blobs. 

The events are numerically captured using the Lagran-

gian transformation algorithms when the candidate liq-

uid structures away from the jet column satisfy the 

transformation criteria introduced in section II.C. Drop-

let data including size, location, velocity and instant of 

transformation are collected for 10 ms in physical time 

after the jet reaches full penetration steady state. Over 

20,000 droplets are collected for each case. The collect-

ed droplets are spatially distributed near the jet column 

as shown in Fig. 10. The droplet size and velocity are 

shown in Fig. 10(a) and (b) respectively. It is noted that 

the droplet size and velocity along the column surface 

were also measured by Sallam and reported in Ref. [1]. 

However, the detailed steps of identifying droplets and 

measure their sizes using two-dimensional shadow-

graph images are not reported. Whether the identified 

droplets will experience secondary breakup or not was 

not reported in Ref. [1]. Therefore the size parameter 

(“m” in Eq.(6)) is relaxed to a sufficiently large number 

m=10 (Rcri = m x = 390µm) in our simulations to cap-

ture all the blobs possibly encountered in the experi-

mental measurements. Next, we will present in more 

detail such droplet data and compare with the meas-

urements when possible. 

The size distributions of droplets generated along 

the liquid column surface are shown in Fig. 11 with 

data obtained at different We compared in three col-

umns. The detailed size probability distributions (num-

ber density) at different z locations are also plotted and 

compared. As observed in section III.C, most droplets 

are generated at the upper part of the column for the 

case of We=10 (Fig.4(a)), compared to the other two 

cases. Slightly more droplets are generated at the lower 

part of the column for the case of We=160 (Fig. 11(c)) 

than We=40 (Fig.11(b)). The experimentally obtained 

correlation is 
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The correlation curve falls within the data collected in 

the simulation. The detailed size probability distribution 

at three different z locations are shown in the bar-chart 

(d)-(l). The peak sizes are mostly around 100-120µm at 

all locations for all We, close to the value of 106µm 

given in the correlation. The smallest droplet sizes ob-

served are 40µm due to a grid resolution of Δx=39µm 

in the simulations. Even smaller droplets may be pre-

sent in the actual process but are not captured by cur-

rent simulations as well as measurements. For the case 

of We=10, the largest droplet size observed increases 

from 240µm to more than 400µm from z/d0=15 to 

z/d0=25 due to the breakup transition from surface 

stripping to the rupture of thick ligaments enclosing the 

“bag” (concave liquid membrane). For the cases of 

We=40 and 160, the largest droplet size first increases 

then decreases. The increase can be explained by the 

formation of large droplets due to column breakup. The 

decrease is due to reduced penetration and depletion of 

droplets. As We increases from 10 to 40, the largest 

droplet size increases at z/d0=15, remains mostly un-

changed at z/d0=20, decreases at z/d0=25. 

The distributions of three velocity components of 

the droplets generated along the liquid surface are plot-

ted in Fig. 12 with data obtained for different We com-

pared in three columns. The detailed velocity probabil-

ity distributions at z/d0=20 are also plotted and com-

pared. As studied in Ref. [1], the droplet U velocity 

component is scaled by the combination of cross flow 

gas velocity and density ratio 

    uuuu GLpLp
5.0

                                 (19) 

to reflect the scaling of momentum exchange between 

liquid and gas. The V and W velocity components are 

scaled by the liquid injection velocity wj. Experimental 

correlations  

7.6Lp uu                                                        (20) 

7.0jp ww                                                        (21) 

were obtained for the U and W velocity components 

only and the curves fall within the data collected in the 

simulation. The transverse component V of the velocity 

field was not measured in the experiment due to the use 

of two-dimensional image analysis. The detailed veloci-

ty probability distribution at z/d0=20 are shown in the 



bar-chart (d)-(l). The distributions for the U component 

are similar for all three conditions, indicating that the 

droplet velocity scales with the gas velocity in the cross 

flow direction. The peak value around 12 is larger than 

the value of 6.7 in the correlation. The discrepancy 

might be due to the large uncertainties in determining 

the droplet velocity using two-dimensional images. The 

distributions for the W component are also similar for 

all three conditions, indicating that the droplet upward 

velocity scales with the liquid injection velocity. The 

peak value of around 0.5-0.6 is in reasonable agreement 

with the value of 0.7 in the correlation. An important 

feature discovered by the simulation is the V compo-

nent distributions that were not reported in Ref [1]. It is 

observed that V velocity peaks at very small values for 

all conditions, indicating the majority of the droplets do 

not have much transverse motion. However, the distri-

bution shifts towards lower velocity range as We in-

creases. Since the droplet sizes are similar for all three 

conditions (Fig. 11(g)-(i)), the reduced V velocity is the 

result of less widening and less blockage effect at high-

er We, as observed in Fig. 6(d)-(f). 

In addition to droplet size and velocity, an addition-

al rate quantity, droplet formation rate, needs to be ex-

tracted in order to completely describe the process of 

droplets formation. The quantity represents the flux of 

the liquid leaving the contiguous jet column and be-

coming discrete droplets. In Ref. [1], a quantity called 

droplet formation efficiency is defined as  

 pLL um                                                         (22) 

where m  is the droplet formation rate, representing the 

flux of liquid through a downstream projected area and 

pu  is the droplet velocity component in the crossflow 

direction  In our simulation, the flux m   is computed as 
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The droplets generated along the column surface are 

divided into a number of bins along z direction. The bin 

size is selected to be d0.The projected area Ai for the ith 

bin of droplets is approximated by the area of a rectan-

gular with vertices defined by the maximum/minimum 

droplet location in the y-z plane. The summation in Eq. 

(24) is over all the droplets generated within the ith bin. 

Therefore, the efficiency is computed as 
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Fig. 13 shows the computed efficiency along column 

surface locations in the z directions at different We. At 

all three conditions, the efficiency first increases due to 

the enhanced liquid fragmentation by column breakup 

at upper part of the jet compared to the surface stripping 

at the lower part of the jet. It then decreases beyond the 

column breakup point z/zb=1, where zb is the column 

breakup location in the z direction. Compared with the 

case of We=40 and We=160, the case of We=10 has 

lower breakup efficiency at the lower part of jet and 

slightly higher efficiency at the higher part, mostly due 

to the dominant role of column breakup compared to 

surface stripping at We=10. The cases of We=40 and 

We=160 have very similar breakup efficiency. Alt-

hough the curves largely deviate from the experimental 

correlation developed by Sallam [1] 

 bzz /43.5exp1089.6 4                                    (25) 

for the shear breakup regime (Solid line in Fig. 13), the 

slope of the efficiency increase in the two simulations is 

comparable with the correlation. Since the definition of 

Ai in deriving Eq. (25) is not provided in Ref. [1], the 

discrepancy can be possibly explained by the differ-

ences in defining Ai, which leads to a shift of curves 

without slope change in log scale. Therefore we con-

clude that the simulated rate change along the column 

surface compares well with results obtained from Sal-

lam’s experiments. 

 

Summary 

Liquid jet atomization in crossflow at high density 

ratio has been studied using a high-fidelity CLSVOF 

and Lagrangian droplets approach for simulating com-

plex multiphase flows.  High performance computing 

facilities at Oakridge National Laboratory of the US 

Department of Energy were leveraged to perform the 

high resolution, high cost simulations.  The simulations 

successfully capture the near-field details of primary 

liquid jet atomization due to its interaction with cross-

flowing gas. The effects of gas flow Weber number on 

the jet column evolution and subsequent droplet for-

mation are explored and the data match the recent near-

field experimental measurement using pulsed shadow-

graph techniques. It was also shown that Adaptive 

Mesh Refinement can capture these near-field atomiza-

tion details at significantly reduced cost.  
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Nomenclature 

 

CD 
   =   drop drag coefficient 

D =   drop diameter 

d0 =   injector orifice diameter 

F  =   volume of fluid function 



Fd  =   drag on a drop 

Nstep =   computational step number 

Re =   Reynolds number  

q = momentum flux ratio 

t =  time 

u =   velocity 

U = imposed velocity

 V =   volume 

We =   Weber number 

x = coordinate 

x, =   coordinate in direction of crossflow 

y, =   coordinate orthogonal to x and z 

z, =   coordinate in direction of liquid injection 

t =   time step 

x =   grid spacing 

λμ = viscosity ratio
λρ = density ratio 

 =   dynamic viscosity 

 =   density 

    =   level set function 

σ =  surface tension 


subscripts  

d =  droplet property 

F =  fuel 

A = air 

g =  gas property 

l =  liquid property 

min = minimum 

 

superscripts  

l =  ligament property 

p =  particle property 

n =  computational step n 
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Figure 4. (a)-(c) Jet breakup instantaneous snapshots in different views, (d)-(f) zoomed view of breakup details, 

We=40. 
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Figure 5. Instantaneous snapshots of pressure, velocity magnitude and vorticity magnitude in different planes, 

We=40. 
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Figure 6. Comparison of instantaneous liquid breakup at different Weber numbers.  
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Figure 7. Comparison of averaged liquid surface at different Weber numbers. The time periods for averaging are 

1.6ms for We=10, 0.8ms for We=40, and 0.4ms for We=160.  
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Figure 8. Quantitative comparison of simulated liquid column data with experimental correlations by Sallam et al. 

[1]: (a) surface wavelength, (b) location at onset of breakup,        
      (c) deformation at onset of breakup and 

(d) column breakup location. The time periods for averaging are 1.6ms for We=10, 0.8ms for We=40, and 0.4ms for 

We=160. 
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Figure 9. Comparison of liquid column waves details at different Weber numbers. Two dominant modes generated 

using Proper Orthogonal Decomposition (POD) analysis are also plotted. 
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Figure 10. (a) Size and (b) velocity of droplets generated near liquid jet column, We=40. 
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Figure 11. (a)-(c) shows droplet size along z coordinates at different We. Experimental correlation for size (solid 

line) by Sallam et al. [1] is also shown. (d)-(l) shows corresponding droplet size probability distribution at different z 

locations. The probability is represented by the droplet number density. The unit for dp is SI unit “m”. 
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Figure 12. (a)-(c) shows droplet velocities along z coordinates at different We. Experimental correlation x (dashed 

line) and z (dash-dotted line) velocity components by Sallam et al. [1] is also shown. (d)-(l) shows corresponding 

droplet velocity probability distribution at z/d0=20. 
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Figure 13. Efficiency of droplet generation along z direction.  
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