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Abstract

A computational study was performed to investigate the influence of transient needle motion on gasoline
direct injection (GDI) internal nozzle flow and near-field sprays. Simulations were conducted with a com-
pressible Eulerian flow solver modeling liquid, vapor, and non-condensable gas phases with a diffuse interface.
Variable rate generation and condensation of fuel vapor were captured using the homogeneous relaxation
model (HRM). The non-flashing (spray G) and flashing (spray G2) conditions specified by the Engine Com-
bustion Network were modeled using the nominal spray G nozzle geometry and transient needle lift and
wobble were based upon ensemble averaged x-ray imaging preformed at Argonne National Lab. The min-
imum needle lift simulated was 5 pm and dynamic mesh motion was achieved with Laplacian smoothing.
The results were qualitatively validated against experimental imaging and the experimental rate of injec-
tion profile was captured accurately using pressure boundary conditions and needle motion to actuate the
injection. Needle wobble was found to have no measurable effect on the flow. Low needle lift is shown to
result in vapor generation as fuel rushes past the needle. And finally, the internal injector flow is shown to
contain many transient and interacting vortices which cause perturbations in the spray angle, fluctuations
in the mass flux, and frequently result in string flash-boiling.
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Introduction

In recent years there has been a trend in the au-
tomotive industry towards the use of gasoline direct
injection (GDI) engines. This injection configura-
tion allows for more control over the combustion pro-
cess, which leads to increased fuel economy. While
GDI engines have developed significantly since their
inception, there is still work to be done. The de-
sire to further reduce emissions and maximize fuel
efficiency demand continued improvement.

The injection process is very important because
it is the first step in the combustion process. Here
high pressure fuel flows though the injector and
sprays directly into the combustion chamber. The
complexity of this process is due to multiple fac-
tors. First, the geometries of GDI injectors are typ-
ically quite elaborate; multi-hole valve covered ori-
fice (VCO) injectors with counterbored nozzles are
common. This, in conjunction with the high injec-
tion pressures, leads to turbulent flows which often
exhibit slight asymmetry and hole-to-hole variation
as they leave the nozzle [1,2]. Furthermore, as the
liquid fuel is injected it can undergo phase change
through cavitation, flash-boiling, and/or evapora-
tion. Significant research has been done to under-
stand the highly turbulent, cavitating, and evaporat-
ing sprays present in direct injection (DI) diesel en-
gines, and while there is some overlap between diesel
DI and GDI, it is the added factor of phase change
through flash-boiling that makes GDI research espe-
cially challenging.

The process of vapor generation is highly com-
plex. Vaporization takes place at small length scales
and is influenced by the complex interfacial and
turbulent dynamics of the flow. Moreover, phase
change occurs at different rates depending on the
properties of the flow. The vapor pressure and vapor
density of a cold fluid is typically very low. Because
of this, less heat transfer is required per volume of
vapor, and cavitation, which occurs at low tempera-
tures, tends to occur quickly. On the other hand, the
vapor density of a hot liquid is much higher. Conse-
quently, more heat transfer is required per volume of
vapor and flash-boiling tends to generate vapor at a
slower rate. This can be understood further with the
help of the non-dimensional Jakob number which is
the ratio of the sensible heat available to the latent
heat required for vaporization [3].
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Here p; is the liquid density, p, is the vapor den-
sity, Cj is the specific heat at constant pressure, AT
is the degree of superheat, and hy, is the enthalpy

Ja (1)

of vaporization. When the Jakob number is high
there will be an abundance of energy available in
the liquid to generate vapor. This means that heat
transfer time scales will be much smaller than flow
time scales and it can be assumed that the flow is at
thermal equilibrium. Alternatively, when the Jakob
number is low, heat transfer time scales will be of
the same order as that of the flow and thermal equi-
librium cannot be assumed.

In a modern GDI engine, a wide range of Jakob
numbers can be present. This is due to the wide
range of operating conditions that an engine will
encounter. Fuel temperatures can vary from below
zero during a cold start on a winter day, to upwards
of 90°C under high engine load. In-cylinder tem-
perature and pressure can also vary significantly de-
pending on whether injection occurs early during the
intake stroke for homogeneous combustion, or late
in the compression stroke for stratified, highly lean
local combustion. Depending on the combination
of fuel temperature and downstream pressure, the
degree to which the spray is flash-boiling will vary.
This means that GDI engines must be designed to
utilize hard flashing, moderately flashing, and sub
cooled sprays.

A multitude of experimental studies have at-
tempted to characterize the behavior of flash-boiling
sprays. Among them, it is commonly observed that
the spray structure is completely altered by flash-
boiling conditions; penetration is reduced, atomiza-
tion and spray angle are increased, and often a large
recirculating toroidal vortex is present around the
tip of the jet [4-6]. Compared to non-flashing condi-
tions, where the Weber number and Reynolds num-
ber are highly important [7], under flashing condi-
tions Zeng et al. [8] and Xu et al [6] have shown that
it is the ambient to saturated pressure ratio (P,/Ps)
which correlates well with spray characteristics.

Experimental studies done on multi-hole injec-
tors commonly observe a collapse of the spray un-
der hard flashing conditions [8-14]. This collapse
typically occurs at or below (P,/Ps) of 0.3 as the
quickly expanding spray plumes interact with one
another [8]. The collapse of these sprays alters the
designed directionality of the injectors and inhibits
mixing with the ambient gas. Hole-to-hole variation
in mass flow rate [1] and spray plume structure [2] is
also commonly observed. In such cases, it is possi-
ble factors such as asymmetry in the nozzle geome-
try and the manufacturing defects work together to
generate asymmetry in the flow.

Many experimental studies describe their obser-
vations with semi-empirical zero or one-dimensional
models [5-7,15,16]. These are beneficial to an ex-



tent, however, they will never be able to repre-
sent the sprays generated by the complex geome-
tries present in production injectors. For example,
consider the significant influence manufacturing im-
perfections can have on sprays; Kastengren et al.
observed differences in sprays from nominally iden-
tical injectors [17], and Zhang et al. observed dif-
ferences in GDI sprays from nominally identical in-
jectors which were fabricated with different tech-
niques [18]. The significant influence of such sub-
tle differences are beyond the scope of lower order
models, however CFD can capture these effects [19].
For this reason, CFD simulations have an impor-
tant role to play, both as an engineering design tool
and in the academic investigation into the complex
physics occurring within these sprays.

Eulerian CFD spray models have become in-
creasingly popular in recent years. These models
have the benefit of easily capturing the internal noz-
zle flow and external spray in a single simulation.
Depending on how the model is designed to handle
the multiphase interface it can either be classified as
a sharp interface or a diffuse interface model.

Sharp interface models use a variety of numer-
ical techniques to attempt to maintain and recon-
struct the interface. This approach is appealing be-
cause it relies on first principles and the interfacial
effects are directly simulated. These models are a
beneficial tool in helping to understand the under-
lying mechanisms which determine a nozzle’s spray
characteristics. For example Shost et al. [20] and
Befrui et al. [21] used a VOF-LES model to simu-
late GDI sprays and elucidate the influence of nozzle
geometry, flow turbulence, and aerodynamic insta-
bilities on GDI sprays.

Unfortunately, this approach faces two signif-
icant drawbacks when applied to spray modeling.
First, it can be prohibitively expensive as it requires
that the interface be fully resolved. While this is
possible for some lower pressure GDI sprays, the
high Reynolds and Weber numbers present in most
diesel and some GDI sprays render this approach
extremely expensive. Furthermore, the expense is
compounded significantly in flash-boiling conditions
where very small bubbles can be present within the
spray itself, rendering the interface extremely com-
plex. Second, this approach is inappropriate all
together when a sharp interface is not physically
present, for instance in diesel sprays which can be
near-supercritical [22,23].

Alternatively, the diffuse interface approach at-
tempts to model the behavior of the interface rather
than resolve it. These types of models have been ex-
tremely successful in simulating diesel sprays [24—

30], and recently they have been applied to GDI
sprays by Moulai et al. [31], Saha et al. [32], and
Strek et al. [1]. These three works all similarly mod-
eled GDI internal nozzle flow and near field flashing
and non-flashing spray through the spray G Engine
Combustion Network (ECN) injector. Additionally,
all three works modeled vapor generation using the
homogeneous relaxation model (HRM). The work
of Moulai et al. showed that the counterbore ex-
periences a pressure depression which may aid in
expanding the fuel vapor. The work of Saha et
al. included the effects of fuel evaporation due to
the hot atmospheric gas. The work of Strek et al.
used high fidelity x-ray tomography measurements
to modify the inlet corner radius, hole and counter-
bore length, diameter, and convergence/divergence.
Hole-to-hole mass flow rate and density profiles were
then compared with x-ray tomography data to in-
vestigate the influence of manufacturing imperfec-
tions on GDI sprays. It should be noted that the
solver used by Saha et al. is formulated like a sharp
interface VOF model, however, in their work they
deactivated the piecewise-linear interface calculation
and high-resolution interface capturing schemes, and
thus rendered it a diffuse interface model. The ap-
plication of these methods to GDI spray simulations
is still relatively new and further experimental vali-
dation will occur in future works.

The focus of the present work is the influence of
transient needle motion on GDI injection. This is a
novel study in the application of GDI, though it has
been done before in diesel simulations. For instance,
in 2014 Battistoni et al. studied the effect of off-axis
needle motion on diesel DI injectors [33]. Here they
found that off-axis needle motion affects hole-to-hole
variation in mass flow rate as well as flow character-
istics in the sac region and the orifices. The work
of Battistoni et al. was conducted on a micro-sac
diesel injector which has significantly greater needle
lift and wobble as compared to the typical VCO GDI
injector.

In the present work a computational study was
performed to investigate the influence of transient
needle motion on internal nozzle flow and near-
nozzle sprays for gasoline direct injection. Both
flashing and non-flashing conditions are simulated.
Grid resolution within the nozzle holes and sac of
the injector is significantly higher in this study than
in the previous diffuse interface GDI studies men-
tioned above. This has allowed for excellent quali-
tative agreement with experiment and quantitative
agreement with experimental rate of injection, and
it has elucidated the complex internal flow which is
behind perturbations and oscillations in spray angle



and mass flow rate.

Model Description

The solver used in this study was developed
at the University of Massachusetts [34-38] using
the foam-extend community driven extension of the
OpenFOAM [39] CFD libraries. The use of these
libraries provides a well parallelized code with in-
trinsic polyhedral mesh support, as well as access to
a wide variety of RANS and LES turbulence mod-
els and a multitude of pre and post processing utili-
ties. The code has been well validated in many prior
publications in applications ranging from channel
flow [35], condensing two-phase injector flow [40],
cavitating diesel flows [41], and flash-boiling GDI
flow [1,31].

The governing equations of conservation of mass
and momentum are solved using a single continuous
velocity which represents the density averaged fields.
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Here ¢ is the face valued mass flux and 7 is the stress
tensor accounting for viscous and turbulent effects.

A transport equation for the mean non-
condensable gas mass fraction is solved to account
for the mixing of the fuel with the ambient gas. This
is seen in Eqn. (4).
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The turbulent diffusion gas flux term, WY’ , accounts
for the mixing effect of the relative velocity between
the two phases. This term is closed through Fick’s
law of diffusion, as shown in Eqn. (5).
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Here p; is the turbulent viscosity, and Sc, is the re-
alizable Schmidt number field. This field acts in the
place of the typical uniform valued Schmidt num-
ber of 0.9, increasing wherever necessary to prevent
the turbulent diffusion gas flux term from exceeding
the magnitude of the turbulent velocity fluctuations.
This formulation is described in detail here [30].
The phase change of the fuel is modeled using
a method developed in 1990 by Bilicki and Kestin
[42]. In this work they sought to capture the one-
dimensional variability in the vapor generation and
condensation rate by the addition of a partial dif-
ferential equation to the homogeneous equilibrium

model (HEM), calling it the homogeneous relaxation
model. This additional partial differential equation
governs the local and instantaneous rate that the
dryness fraction tends toward its equilibrium value,
taking the form,

Dx T—x
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where z is the quality, T is the equilibrium quality,
and © is the timescale. The equilibrium quality is
determined by the enthalpy and the saturated liquid
and saturated vapor enthalpies at the local pressure
using a lookup Table generated with the REFPROP
database [43].

The timescale, ©, is determined by an empiri-
cal fit to experimental data of flash-boiling water in
pipes generated by Downar-Zapolski et al. [44]. For
upstream pressures above 1 MPa, the empirical fit
takes the form seen in Eqn. (7).
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Where Oy = 3.84-1077[s], a is the fuel void fraction,
a = —0.54, b = —1.76, and ¢ is a dimensionless
pressure defined by Eqn. (8).
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While HRM was originally developed for one
dimensional analysis, it was extended to a three-
dimensional CFD model in 2010 by Schmidt et al.
[35]. The introduction of variable rate phase change
required a method for connecting predicted phase
change with conservation of mass and momentum;
the chain rule was used in the form seen in Eqn.
(9). This allows for the pressure to respond to both
compressibility, density change from phase change,
and density change from turbulent mixing with the
non-condensable gas.

Case Setup

The simulations conducted for this study were
based upon the engine combustion network (ECN)
spray G and spray G2 operating conditions de-
scribed in Table 1. The spray G condition is non-
flashing due to its elevated back pressure and the
spray G2 is mildly flashing. Both conditions contain



Table 1. Non-flashing (spray G) and Flashing
(spray G2) operating conditions defined by
the ECN [45].

Spray G Spray G2
Fuel Iso-octane | Iso-octane
Upstream Pressure 20 MPa 20 MPa
Fuel Temperature 90°C 90°C
Ambient Temperature 300°C 60°C
Ambient Density 3.5 kg/m?3 | 0.5 kg/m3
Back Pressure 600 kPa 50 kPa
Injection Duration 780us 780us

hot fuel and therefore any vapor generation within
the nozzle will occur through flash-boiling.

The mesh was based upon the nominal geometry
and contained a 9 mm diameter outlet plenum. This
is an 8 hole VCO injector with 5 needle guides. The
nominal geometry is symmetric across the xz-plane
as can be seen in Figure 1.

Figure 1. Nominal spray G nozzle geometry with
8 nozzle holes and 5 needle guides. Simulated do-
main includes 9 mm diameter outlet plenum. Hole
numbering and axes orientation based upon ECN
convention [45].

The total cell count was 1.44 million with a min-
imum cell size of 7 pm. No grid independence study
was conducted, however, the cell count is compara-
ble to or higher than that of other diffuse interface
simulations reported in literature [31,32]. Further-
more, the mesh is significantly better resolved within
the sac and nozzle hole regions than these studies;
the grid spacing is roughly 10 um and 7 pm in the
sac and nozzle holes respectively, compared with the
35 pum and 17.5 pm reported by Saha et. al. [32],
and 40 pm and 10 pm reported by Moulai et.
al. [31]. Both of these works conducted a ROI based
grid independence study.

The mesh was generated using GridPro meshing
software which produced a high quality mesh and al-

Figure 2. Cut plane of CFD mesh showing
anisotropic refinement in the narrow region between
the needle and the nozzle.

lowed for anisotropic refinement in the narrow 5 pym
channel between the needle and the nozzle wall. This
can be observed in Figure 2. Without anisotropic re-
finement, the cell count for this mesh would be closer
to 18 million, with most of the cells located within
the 5 ym narrow channel.

X-ray imaging regions
for needle tracking

Figure 3. Cutaway of Spray G injector nominal
geometry, with x-ray imaging regions overlaid.

A realistic three-dimensional needle motion pro-
file has been applied in the simulations from mea-
surements made via time-resolved x-ray phase con-
trast imaging. The experiments were conducted at
the 32-ID beamline of the Advanced Photon Source
(APS) at Argonne National Laboratory [46]. The
injector was placed in a pressurized chamber fitted
with x-ray transparent windows. A polychromatic
x-ray beam was passed through the nozzle, and the
internal components of the injector were imaged
on a scintillator screen, which was recorded using
a conventional high-speed camera and 10X micro-
scope with a spatial resolution of 1.9 pm/pixel and
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Figure 4. Ensemble-averaged needle lift (z-axis)
profile from the x-ray data (blue Xs) and the lift pro-
file used in the CFD simulations (green line). Notice
the CFD profile starts at 5 pm of lift.

a temporal resolution of 8.33 us. Further details re-
garding the experiment setup may be found in prior
work [47-50]. The motion of the needle was recorded
at two orientations of the injector in two regions at
the front and back of the check ball, as shown in Fig-
ure 3. From 30 realizations of the needle motion at
each location and orientation, the ensemble average
three-dimensional motions were calculated using an
image correlation algorithm.

The ensemble average needle lift and off-axis
wobble profiles are shown in Figures 4-5 respec-
tively, using the ECN coordinate convention [45]. It
can be seen that the needle wobbles in both the x
and y directions, and at the same frequency. This
means that the needle is oscillating predominantly in
one direction, an observation which has previously
been made in diesel injectors [17]. These oscillations
are thought to be purely mechanical in diesel injec-
tors [51], thus, it is likely that the oscillations seen
here are also purely mechanical in nature.

Since the simulations require a finite positive
initial needle lift, the motion used in the simula-
tions was modified accordingly. The needle position
started at 5 pm of lift and remained stationary until
14 ps into the simulation. The time of 14 us was
chosen because this was the amount of time the ex-
perimental data indicated it would take to reach 5
pm of lift. After this point, the needle position fol-
lowed the experimental lift and wobble profile gen-
erated by the experiment. The internal mesh moved
with Laplacian smoothing. To isolate the effects of
the needle wobble, simulations were also done only
with lift.

The inlet boundary was modeled using a zero
gradient boundary condition for velocity and a total
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Figure 5. Ensemble-averaged needle wobble profile
with 86% confidence interval bars.

pressure boundary condition for pressure. The walls
were modeled as no-slip with standard log-layer wall
functions for the turbulence model. The outlet was
modeled as zero gradient for velocity and a custom
transonic total pressure condition was used for pres-
sure. Because the outlet velocities can be supersonic,
a total pressure boundary condition is not appropri-
ate. The transonic total pressure condition smoothly
transitions from total pressure to zero gradient de-
pending on the Mach number. This boundary con-
dition increased the stability of the simulations.

As seen in Figure 6, the internal pressure field
was initialized using a hyperbolic tangent to drop
the pressure in the seat region. The internal field
for the non-condensable gas to fuel interface was set
at the plane of minimum needle clearance.

Pressure (Pa)
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Figure 6. Pressure initial condition set with hyper-
bolic tangent.

Setting the internal fields in this way prevents
spurious pressure waves from dominating the begin-
ning portion of the simulation. It also allows for the
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Figure 7. Simulated and experimental ROI with needle position vs. time. Experimental ROI obtained
through the long-tube method and simulation ROI taken at the nozzle exit.

initial density field to be calculated appropriately, so
that the fuel begins with its compressed density of
646 kg/m3. A comparable simulation which starts
with the downstream pressure throughout the do-
main would result in an initial equilibrium fuel den-
sity of 632 kg/m?3, and much of the simulation would
include unwanted effects related to the solver work-
ing to compress the upstream fuel.

Turbulence was modeled using the SST k-w
RANS model. Compressibility of the fluid was a
volume weighted average of the compressibility of
the three phases, where gas and vapor compressibil-
ity were based upon the ideal gas law, and liquid
compressibility was assumed to be linear. The sim-
ulation was assumed to be isenthalpic. Throttling
processes are often considered isenthalpic, since no
work is done by the fluid.

Results

Rate of Injection

As seen in Figure 7, the experimental rate of in-
jection profile was captured very accurately in these
simulations. The only significant differences between
simulation and experiment are in the early portion
of the injection where there is noise observed in the
experimental data. This noise is likely due to vi-

brations in the experimental rig [51]. The simulated
rate of injection follows the needle lift profile, even
responding to the transient overshoot which occurs
just as the needle is reaching peak lift. This result
shows that an accurate rate of injection profile can
be obtained through CFD simulations with pressure
boundary conditions and transient needle motion to
actuate injection.

Qualitative Validation

The qualitative behavior of these simulations
matches well with experiment in three ways. First,
the results for the non-flashing spray G condition
predicted ingestion of ambient gas into the nozzle
counter-bores. In contrast to this, the flashing spray
G2 condition predicted no ingestion of ambient gas.
As seen in Figure 8, experimental imaging of flash-
ing and non-flashing GDI injection has shown the
same behavior.

Next, our simulations predicted an expansion
and perturbation of spray angle at the end of injec-
tion. This has been observed through experimental
imaging as seen in Figure 9 where the liquid mass
fraction is compared with experimental images in
the non-flashing condition.

Finally, when comparing a simulated animation
to experimental footage, it was found that the fre-



Figure 8. Flashing (left) and non-flashing (right)
experimental images (bottom) and volume rendered
fuel mass fraction from CFD (top). Uniform con-
tact of fuel with counter-bore is seen under flashing
conditions, while non-flashing shows gaps in contact
allowing ingestion of ambient gas.

quency of the oscillations in the spray plumes match
very well. These oscillations in the spray plumes
were found to be the result of unsteady flow within
the sac influencing the flow characteristics within the
8 holes. This idea is explored more later in this sec-
tion.

Flash-boiling at Low Lift Conditions

At low needle lift conditions at the end of injec-
tion, very low pressures occur within the injector in
the narrow region between the needle and the noz-
zle wall. This causes fuel vapor to be generated as
fuel rushes past the needle, see Figure 10. This va-
por generation may influence the post-injection con-
dition of the sac, with the inevitable vapor collapse
aiding in the ingestion of ambient gas. Furthermore,
it is possible that cold fuel may cavitate in this re-
gion of the nozzle, potentially damaging the nozzle
walls over time.

Needle Wobble

Simulations were conducted with and without
needle wobble to help isolate any influence the lat-
eral motion of the needle may have on the spray. The
variation in hole-to-hole mass flow rate was com-
pared with needle wobble, however no significant
correlation could be found. These variations instead
appear to be somewhat random and displayed little
to no symmetry across the x-z plane.

This was a somewhat unexpected result as pre-
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Figure 9. Simulated fuel mass fraction compared
with experimental imaging at the end of non-flashing
simulation. Note that the spray angle increases as
flow is disrupted with the closing of the needle.

vious works have shown that needle wobble can in-
fluence spray structure in diesel injectors [33]. It is
not, however, unexplainable as the spray G geome-
try differs significantly from that of a diesel injector.
First of all, the magnitude of the lift and wobble
are significantly less for GDI injectors. This means
that needle velocities are lower, with a peak wob-
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Figure 10. Vapor generated at low lift conditions
near the end of injection.

ble velocity of less than 0.2 m/s in this case. Next,
the needle has a spherical tip. This means that the
bottom portion of the needle surface is close to par-
allel to any wobble motion, and thus wobble does
not displace any significant volume of fluid in the
nozzle sac. Finally, the magnitude of the wobble is
small, around 3 pm. This small and slow wobble re-
sults in its most significant displacement of volume
far upstream of the nozzle holes, and any influence
this motion has on the flow is far overshadowed by
the highly turbulent and complex flow which follows
further downstream.

Complex Internal Flow

As fuel moves past the needle it accelerates to
roughly 140 m/s. Upon reaching the location of the
nozzle holes it then either enters a nozzle hole or
the nozzle sac. The sac flow contains many tran-
sient and interacting vortices which are continuously
being driven in all directions by the high speed up-
stream flow as well as the 8 low pressure sinks pro-
vided by the nozzle holes. The result is a complex in-
ternal flow which produces hole-to-hole fluctuations
in mass flow rate, slight oscillations and variation of
the spray angle, consistent flash-boiling at the inlet
corner of the nozzle holes, and intermittent string
flash-boiling as vortices are entrained into the noz-
zle holes. Each of these features will be assessed in
more detail within this section.

First, the inlet corners of each of the 8 nozzle
holes consistently produces a pressure drop adequate
enough to generate substantial amounts of fuel va-
por. As can be seen in Figure 11, this occurs on
the upstream side of the nozzle holes. Here high ve-
locity fuel encounters the hole and a huge pressure
drop results as the momentum of the fuel prevents it
from following the sharp feature. Vapor generation
here is aided by the fact that this simulation was
conducted on the nominal geometry which contains
sharp inlet corners.

Density (kg/mA3)

Figure 11. Density field reveals the influence of
vapor generation at the inlet corner of the nozzle
holes. The left hole is also generating vapor through
string flash-boiling.

Next, the flow in the injector sac contains many
transient and interacting vortices. These vortices
are generated as high speed flow enters the sac from
all directions and encounters a strong adverse pres-
sure gradient. The low pressure regions of the nozzle
holes continuously pull on the flow, inducing swirl
and providing sinks into which the vortices drain.
Three types of vortices were commonly observed in
these simulations and they can be seen in Figures
12-14.

e Type 1: A vortex which simultaneously drains
into two adjacent nozzle holes. The streamlines
on Figures 12 and 13 help show how this hap-
pens; the vortex is fed from the bottom by flow
directly upstream of the vortex and fed from
the top by sac flow. As the sac flow encoun-
ters upstream flow their momentum relative to
the nozzle holes cancel out resulting in a vor-
tex which then simultaneously drains into both
holes. This type of vortex is semi-stable, typi-
cally lasting on the order of 10-20 us.

e Type 2: A vortex which drains into a single
nozzle hole, with the other end terminating on
the needle of the injector. This is seen in Fig-
ure 14. These vortices are fed primarily by up-
stream flow and they are significantly more sta-
ble, lasting on the order of 40-80 us.

e Type 3: A vortex which does not feed into a
nozzle hole, terminating on the nozzle wall and
the bottom of the needle. This can be seen in
the right center of Figure 12. Such a vortex
typically either dissipates within 5-10 us or mi-
grates to a nozzle hole and is re-energized.
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Figure 12. Isosurface of 14 MPa total pressure colored by static pressure with velocity streamlines colored
velocity magnitude. Vorticies contained in the sac can be seen to terminate on a wall or they can be entrained
into one or two nozzle holes.
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Figure 13. Isosurface of 10 MPa total pressure colored by static pressure with velocity streamlines colored
velocity magnitude.
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Figure 14. Isosurface of 12 MPa total pressure colored by static pressure with velocity streamlines colored
velocity magnitude.

Figure 15. Isosurface of 14 MPa total pressure colored by helicity. This figure reveals that counter-rotating
vortices often drain into the same nozzle hole.
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The estimated timescales of these vortices were gen-
erated from animations of total pressure isosurfaces.
It is common for vortices to move around, merge
together, and/or split apart, thus transitioning se-
quentially from type to type.

The behavior of these vortices can be under-
stood more with the help of examination of the he-
licity of the flow. Helicity is the dot product of the
velocity with the vorticity. Thus, it is a signed scalar
field which can be useful in determining the direction
of the flow rotation. As seen in Figure 15, it is com-
mon for two counter-rotating vortices to drain into a
single nozzle hole. Co-rotating vortices, on the other
hand are unstable and tend to either merge together
or break each other apart.

Figure 16. String flash boiling resulting from the
swirling flow in the sac. Streamlines are colored by
velocity and the cut plane is colored by the vapor
volume fraction.

As vortices are entrained into the nozzle holes,
the simulation predicts vapor generation through
string flash-boiling in the center of these vortices.
This string flash-boiling can be seen in Figures 16
and 17 where a single vortex, or two counter-rotating
vortices can result in a significant drop in flow den-
sity. The swirling nature of the flow also has an
influence on the vapor generated at the inlet corner
as seen in Figure 17.

The complex internal nozzle flow ultimately re-
sults in oscillations of the mass flow rate and pertur-
bations and expansions of the spray angle. Figure
18 shows the expansion of the spray angle caused by
string flash-boiling where the nozzle on the left con-
tains a large vortex and the hole on the right does
not.

The mass flow rate and averaged density were
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Figure 17. Two counter-rotating vortices being en-
trained into a single nozzle hole. Streamlines are
colored by velocity and the cut planes are colored
by helicity on the top image and density on the bot-
tom image.

calculated across cute planes perpendicular to in-
dividual nozzle holes and the results are shown in
Figure 19. The oscillations in the average density
are due to the vapor generation at the inlet corner
and through string flash-boiling. These oscillations
clearly influence the nozzle hole ROI.

Conclusions

Spray G flashing and non-flashing injection has
been simulated with transient needle motion. The
primary results are summarized below:

e The results demonstrate the ability of CFD sim-
ulations to capture the rate of injection by pre-
scribing the upstream pressure and lifting the
needle using dynamic mesh motion. The use
of a hyperbolic tangent function to set the ini-
tial pressure condition was helpful in preventing
large pressure waves in the system.



Velocity (m/s)
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Figure 18. The expansion of the spray angle caused
by string flash-boiling. Streamlines are colored by
velocity magnitude and the cut plane is colored by
density.

e The results were quantitatively validated
against experimental imaging, capturing spray
angle expansion and perturbation due to the
closing of the needle, predicting the presence or
lack of ambient gas ingestion into the counter-
bore, and capturing the oscillation frequency in
the spray plumes.

e At low lift conditions vapor generation is ob-
served in the seat area as the fuel flows past the
narrow region of the needle.

e Needle wobble is shown to have no measurable
influence on the hole-to-hole variation in mass
flow rate and spray structure.

e The complex flow contained within the fuel in-
jector sac is analyzed and shown to contain
transient interacting vortices which result in
string flash-boiling, perturbations in spray an-
gle and direction, and oscillations in mass flow
rate.

e The oscillations in mass flow rate are ultimately
attributed to the presence of vapor within the
nozzle holes decreasing the average flow density.

Future work will include a comparison to experi-
mental x-ray tomography data for downstream mass
distribution and comparison to flow through an as-
built geometry.
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Figure 19. Rate of injection and average density
across hole 1 cut plane.
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